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ABSTRACT
Statement of problem. Intraoral scanning has benefits over conventional impression making, but
whether scanning is sufficiently accurate for multiple implants is unclear.

Purpose. The purpose of this in vitro study was to compare the trueness of digital scans acquired
by using intraoral scanners from a small range to a complete arch with the conventional impression
technique and to determine the influence of 2 different evaluation methods (best-fit algorithm
versus absolute linear deviation) on the outcomes of accuracy assessment.

Material and methods. A mandibular model with 8 implants (A-H) around an edentulous arch was
used as the master model. Open-format standard tessellation language (STL) data sets (1 reference
file from a highly accurate dental laboratory scanner, 10 files from an intraoral scanner, and 10 files
from digitized conventional impressions at room temperature) were imported to a metrology
software program, and 5 groups of scanning ranges (AB, FGH, CDEF, BCDEFG, and ABCDEFGH)
were identified simulating different clinical situations. Two evaluation methodsdroot mean
square values calculated from the best-fit algorithm and average value of linear discrepancies
from absolute linear deviationdwere used to describe the trueness values. The impacts of
different scanning or impression methods, ranges, and evaluation methods were tested by using
a 3-way ANOVA. The effect of the scanning range on accuracy was further identified with 1-way
ANOVA. The paired-sample t test was used to determine the differences of trueness values
between the 2 methods in different groups.

Results. The trueness values of the implant impressions were significantly affected by different
scanning or impression methods (P<.001), evaluation methods (P<.001), and scanning ranges
(P<.001) as independent variables. With use of the best-fit algorithm, deviations from the
digital scans were significantly greater than those from the conventional impressions in cross-
arch situations (groups CDEF, BCDEFG, and ABCDEFGH). With use of the absolute linear
deviation method, statistically significant lower accuracy was found when larger areas were
encountered (groups BCDEFG and ABCDEFGH). Use of the absolute linear deviation method
resulted in a higher mean score of inaccuracy than that from the best-fit algorithm method in
most situations.

Conclusions. Scanning or impression methods, ranges, and evaluation methods affected the
dimensional accuracy (trueness) of scans or impressions with multiple implants. Digital scans had
worse trueness values compared with those made with the conventional splinting open-tray
technique when cross-arch implant impressions were acquired. (J Prosthet Dent 2022;128:1017-23)
The passive fit of an implant-
supported framework is crucial
to achieve a successful long-
term rehabilitation.1,2 Misfit of
the implant superstructure may
induce both mechanical (screw
loosening and fracture of
implant components) and
biologic (marginal bone resorp-
tion, peri-implantitis, and
osseointegration failure) com-
plications.3 The accuracy of the
implant impression is one of the
decisive factors that influence
the definitive results.4

Traditional implant
impression methods include
the direct (open-tray) and the
indirect (close-tray) tech-
niques. To fabricate a 1-piece
framework supported by mul-
tiple implants, the open-tray
technique is typically used 5
because accurate transfer of
the relative locations of the
implants is critical.6 However,
the conventional impression is
time consuming, operator
sensitive, difficult to ship and
store, and uncomfortable for
the patient.7 Moreover, errors
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Clinical Implications
When the implants were distributed in cross-arch
situations, scanning discrepancies obtained by
using the intraoral scanner were much greater than
those by the conventional splinted open-tray
technique, which implied that the intraoral scanners
may not yet be accurate enough for multiple
implants with large spans. The best-fit algorithm
method can result in a lower discrepancy value
compared with that from the absolute linear
deviation method.
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can be introduced during the entire complex process
owing to the inherent properties of the impression and
the cast materials.7

Intraoral scanners (IOSs) have recently become pop-
ular because of their benefits over conventional impres-
sion making by directly acquiring digital data from the
patient’s mouth.8 Although current evidence suggests a
high level of predictability for single-implant scanning,9

some in vitro studies have reported inconsistent results,
with multiple implants with larger spans in the quadrants
or in completely edentulous patients.6,10-12 In some
studies, the IOSs had equal or better accuracy than that
of conventional methods.13-18 Other studies reported
decreased accuracy as the scanning span increased and
concluded that IOSs were contraindicated for multiple
implants, especially in edentulous patients.19-25

Factors, including the interimplant distance,26,27 the
number of implants,28 the implant depth and angula-
tion,29 and the scanner brand,27,30 have been reported to
affect the accuracy of IOSs. In addition, the scanning
range30,31 has been identified as one of the decisive is-
sues. Therefore, a more thorough analysis is required to
determine the influence of different scanning ranges with
an increased number of implants on the accuracy of IOSs
in a variety of simulated clinical situations, from a small
edentulous space, to a quadrant, to a complete arch.

The evaluation method is an important factor that
directly influences the results of accuracy assessment.32

Two methods have been used for accuracy assessment:
a 3-dimensional superimposition of the standard tessel-
lation language (STL) test files on the reference data sets
in accordance with the best-fit algorithm, which allows
for an overlap of 2 point clouds by the least squares
method, or the absolute linear deviation method, which
measures the linear distance of an implant to a certain
reference point. The deviation of the distance between
the test and the referred data is compared to evaluate the
discrepancy. The authors are unaware of comparisons of
the best-fit algorithm with the absolute linear deviation
methods to assess the accuracy of digital scanning.
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Accuracy has been evaluated in terms of trueness and
precision, where trueness is defined as the discrepancy
between the reference object and the tested object. Pre-
cision is evaluated by the random error among the
various tests, which reflects the reproducibility of the
system.

The aims of the present in vitro study were to
compare the trueness of the digital scanners of multiple
implants, from a small range to a complete arch, with the
trueness of the conventional impression technique and to
determine the influence of different evaluation methods
(best-fit algorithm with absolute linear deviation) on the
outcomes of accuracy assessment. The null hypothesis
was that different scanning or impression methods,
scanning ranges, and evaluation strategies would not
affect the results of accuracy evaluation of multiple
implants.
MATERIAL AND METHODS

The present in vitro study compared the trueness of
implant scans acquired from an IOS with that of con-
ventional impressions for different ranges and methods.
A mandibular acrylic resin model containing 8 straight
implants (Camlog screw-line, Ø3.8 mm and Ø4.3 mm;
Camlog Biotechnologies AG) was fabricated to simulate
clinical situations of equally distributed implants around
an arch. The acrylic resin model was duplicated to pro-
duce a gypsum cast (Modern Materials, Die-Stone;
Kulzer GmbH) with analog implants (Camlog Lab ana-
logs; Camlog Biotechnologies AG) and artificial gingiva
(GI-MASK Universal Separator; Coltène), which served
as the master model. Eight scan bodies made of poly-
etheretherketone (PEEK) (Camlog Scanbodies; Camlog
Biotechnologies AG) were mounted on the analogs and
tightened to 15 Ncm with a wrench. The master model
was scanned 3 times for reproducibility (precision) and
verified with a highly accurate dental laboratory scanner
(3Shape D800 Scanner; 3Shape A/S), and the 3-dimen-
sional data files were exported as STL files, which served
as the reference data in this study (Fig. 1).

The master model was then scanned 10 times with
the unscrewed scan bodies with an intraoral scanner
(3Shape TRIOS Scanner 2; 3Shape A/S). Each scan was
started from the most distal right-side scan body and
moved to the next until the last one on the left side. The
10 scanned data files were exported as STL files (Fig. 1).

After the digital scan was made, 8 implant-level,
open-tray (Camlog Impression posts, open tray; Cam-
log Biotechnologies AG) impression posts were secured
to the analogs with 15 Ncm and splinted together. A
polyvinyl siloxane impression material (Silagum-Light
and Silagum-MixStar Putty Soft; DMG Medical Devices)
was used to make the splinted open-tray impression at
room temperature. The model with scan bodies was then
Lyu et al



Figure 2. Scan bodies in STL data sets transferred to standard cylinder
geometry to facilitate further analysis. STL, standard tessellation
language.

Figure 3. Five groups of scanning ranges and implant numbers
simulating different clinical indications.

Figure 1. Flowchart of acquiring STL datasets with dental laboratory
scanner, digital scan by IOS, and conventional impression. IOS, intraoral
scanner; STL, standard tessellation language.
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scanned and digitized with a laboratory scanner. The
whole process was repeated 10 times, and 10 STL data
files were generated (Fig. 1).

All the STL files were imported to a metrology soft-
ware program (Geomagic Studio 12; 3D Systems). With
manual selection of the surface area on the upper hori-
zontal and the curved side surface of the scan body, a
horizontal plane and a cylinder were fitted to determine
the intersectional point (Fig. 2). With this point and a
long axis, a standard cylinder (2-mm radius, 8-mm
height) was created with another metrology software
program (Rapidform XOR3; Inus Technologies). The
cylinder was then cut by the side surface of the scan body
to obtain a geometry that simulated the shape of the scan
body.

The 8 scan bodies were named A to H from left to
right. Five groups with varied implants (AB, FGH, CDEF,
BCDEFG, and ABCDEFGH) were identified, simulating
different clinical situations (Fig. 3). Four groups were
generated by erasing the irrelevant scan bodies and
simulated cylinders from the ABCDEFGH group and
saved as new files.

Two methods were used to evaluate the accuracy. For
the best-fit algorithm, each tested STL file was aligned
and superimposed on the reference scan by using the
best-fit algorithm method with the tolerance set at 0.001
mm. Color mapping of the discrepancy was displayed for
visual inspection, and the root mean square values were
calculated from the mean positive and mean negative
deviations (Fig. 4). Then, trueness was considered equal
to root mean square.

For absolute linear deviation, in each tested STL file,
the left-most implant was chosen as the reference. The
linear distances between the central points from the
other implants to the reference were then calculated. The
average value of the linear discrepancies (Od) between
the test and reference STL files of each cylinder was used
to determine the trueness. For example, discrepancies of
Od=|di-di’| in the BCDEFG group were averaged as the
Lyu et al
trueness value (Fig. 5). The trueness was considered as
(Od1+Od2+Od3+Od4+Od5)/5.

The data were analyzed statistically with a software
program (IBM SPSS Statistics, v22; IBM Corp) (a=.05).
The effect of the scanning or impression methods and
ranges, as well as evaluation methods as independent
variables, on the dimensional accuracy was first tested by
using a 3-way ANOVA. Then, a 1-way ANOVA followed
by the Tukey honestly significant difference (HSD) test
were used as post hoc multiple comparisons to identify
the effect of the scanning range on accuracy. The paired-
sample t test was used to determine the difference in the
trueness values between the 2 methods.

RESULTS

From the 3-way ANOVA, the trueness values of the
implant location were significantly affected by different
scanning or impression methods (P<.001), evaluation
methods (P<.001), and scanning ranges (P<.001) as in-
dependent variables. With use of the best-fit algorithm
THE JOURNAL OF PROSTHETIC DENTISTRY



Figure 4. Illustration of best-fit algorithm for trueness evaluation. A, Tested STL file. B, Reference STL file. C, Superimposition and color mapping of
discrepancies. STL, standard tessellation language.

Figure 5. Absolute linear deviation method for trueness evaluation. A,
Linear distances of central points of each simulated cylinder to referred
simulated cylinder recorded as “d.” B, Average value of linear
discrepancies (Od) between test (d1 to d5) and reference (d1ʹ to d5ʹ)
STL files of each cylinder in group BCDEFG. d, distances of central points;
STL, standard tessellation language.

Table 1. Trueness values (mean ±SD mm) of different scanning range
evaluated by best fit algorithm

Scanning Range Digital Scan Conventional Impression P

AB 10.4 ±9.2 11.2 ±3.2 .807

FGH 12.9 ±4.1 12.7 ±5.0 .915

CDEF 35.6 ±5.1 17.8 ±4.1 <.001*

BCDEF 53.6 ±11.6 19.0 ±6.1 .007*

ABCDEFG 73.0 ±18.7 24.1 ±12.1 <.001*

SD, standard deviation. *P<.01.
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method, the deviations of both scanning or impression
methods increased as the scanning range expanded
(P<.001 for the digital scan and P=.002 for the conven-
tional impression). The implant accuracies within 1
quadrant (groups AB and FGH) showed no statistically
significant differences between the digital scan and the
THE JOURNAL OF PROSTHETIC DENTISTRY
conventional impression; however, deviations from the
digital scan were significantly greater than those from the
conventional impression in cross-arch situations (groups
CDEF, BCDEFG, and ABCDEFGH) (Table 1, Fig. 6).

With use of the absolute linear deviation method, the
discrepancies increased with an increased scanning range
when using the digital scanner (P<.001), but no statisti-
cally significant differences were found when the con-
ventional impression method was used (P=.162). The
accuracies of the digital scans were not lower than those
of the conventional method in a limited scanning range
(groups AB, FGH, and CDEF), but statistically significant
lower accuracy was found when a larger area (groups
BCDEFG and ABCDEFGH) was encountered (Table 2,
Fig. 6).

Deviations calculated by using the best-fit algorithm
and the absolute linear deviation were also compared
Lyu et al



Table 2. Trueness values (mean ±SD mm) of different scanning ranges
evaluated by absolute linear deviation

Scanning Range Digital Scan Conventional Impression P

AB 8.6 ±6.4 24.8 ±19.3 .027*

FGH 29.0 ±37.6 15.0 ±11.7 .277

CDEF 44.8 ±12.8 37.9 ±27.5 .499

BCDEF 60.8 ±23.0 31.6 ±19.1 <.001*

ABCDEFG 78.2 ±24.5 31.3 ±18.4 <.001*

SD, standard deviation. *P<.05.

Table 3. Comparison of P values of trueness between best-fit algorithm
and absolute linear deviation methods

P

Scanning Range

AB FGH CDEF BCDEF ABCDEFG

Digital scan .671 .238 .031* .117 .219

Conventional impression .034* .429 .041* .023* .023*

*P<.05.
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Figure 6. Discrepancies of digital scan and conventional impression in different scanning ranges. A, Evaluated by best-fit algorithm. B, Evaluated by
absolute linear deviation method. ** P<.001.
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within each group. In most situations, use of the absolute
linear deviation resulted in a higher mean score of in-
accuracy than that from the best-fit algorithm, but not all
the scores reached statistical significance (Table 3).

DISCUSSION

This study compared the accuracy (trueness) of implant
scans over various ranges acquired from an IOS with
the conventional method with different evaluation
methods. Based on the results, the null hypothesis that
the different scanning or impression methods, scanning
ranges, and evaluation strategies would not affect the
dimensional accuracy of impressions for multiple im-
plants was rejected. The scanning discrepancies ob-
tained by the IOS increased as the scanning range
expanded, which had a limited impact on the conven-
tional impression. The digital scan exhibited a lower
dimensional accuracy than that of the conventional
method when the implants were placed across an arch.
The absolute linear deviation method could result in a
higher discrepancy value than that of the best-fit
algorithm.

Direct digital data acquisition from patients enables
clinicians to obtain a 3-dimensional previsualization of
the implant position and the surrounding structures,
removes material-dependent factors, and increases pa-
tient comfort.13,27,33 The accuracy of the digital scanner
Lyu et al
has been tested3,10,31; however, these results were
inconsistent when the digital scanning method was used
for a larger scanning range.12,34,35 Because a digital scan
is built by aligning multiple captured images, each
alignment can generate an error. Therefore, the more
images that are stitched together for long-span impres-
sion areas, the greater the error.30,36 In the present study
the scanning range enlarged from 2 adjacent implants to
8 implants, while the conventional splinted open-tray
approach was barely affected. This finding was consis-
tent with previous in vitro studies.33,37

Based on clinical evidence, the digital scanning
method can be a complete substitute for the traditional
impression technique when a single implant is scan-
ned.38 Jiang et al39 reported on the accuracy of intraoral
scanning to fabricate prostheses on adjacent implants
within a small scanning range in 31 partially edentulous
patients. The average deviation compared with that of
the conventional approach was 27.43 mm with the best-
fit algorithm method.39 This was consistent with the
discrepancies in groups AB and FGH of the present
study in which implants were distributed within quad-
rants. In 2 other studies, the digital scanning of adjacent
implants was compared with the conventional method
(no actual prosthesis was fabricated from the digital
scan), and the mean ±standard deviation discrepancies
were 70.8 ±59 mm40 and 220 ±30 mm.21 These in-
consistencies in this study may be attributed to differ-
ences in the study design, data analysis strategies, or the
IOS system.
THE JOURNAL OF PROSTHETIC DENTISTRY



1022 Volume 128 Issue 5
Inconsistent results have been reported for completely
edentulous patients with cross-arch scanning spans.
Some authors reported that digital scan had comparable
or better accuracy than the conventional approach,12,15-18

whereas others reported that conventional impressions
have better trueness or precision.21,23-25,37 These in-
consistencies may be caused by a different scanning
range, the evaluation method, the number of implants, or
the IOS brand. In the present study, more discrepancies
were found when scanning a complete arch (groups
BCDEFG and ABCDEFGH). An average discrepancy of
50 to 80 mm was detected with the digital scan, whereas
the conventional impression demonstrated average
discrepancy values of 20 to 30 mm.

The clinically relevant threshold for the misfit of
implant-supported superstructures has not yet been
established, but values ranging from 50 to 150 mm have
been proposed.19,41,42 In the present study, considering
the high standard deviation of the differences, the de-
viations of digital scanning could be clinically significant.
Because the screw-retained superstructure on multiple
implants requires the highest accuracy, using a digital
scan for complete-arch prostheses is not recommended.

Currently, guidelines for the methodological strategy
to evaluate the accuracy of multiple implants are lacking.
The best-fit algorithm and the absolute linear deviation
methods have been the most used. The best-fit algorithm
method has been questioned because it averages the
distance of the entire surface.14 The region of deviation
visualized in the superimposed image may not be the
region of deviation produced by scanning. In clinical
practice, because a misfit superstructure cannot be
superimposed on the implant, use of the best-fit algo-
rithm might minimize the actual discrepancy values. The
absolute linear deviation method seems to avoid such
drawbacks because it only calculates the linear differ-
ences of the implant to a certain reference without
superimposing all the data. However, this approach does
not detect the rotational errors of the scanned implant. In
the present study, these 2 methods demonstrated the
same impression accuracy trends, which were affected by
various scanning ranges and different scanning or
impression methods. In over half of the digital models,
the absolute linear deviation exhibited higher values of
discrepancies than those with the best-fit algorithm,
which might be explained as the decreased effect of the
best-fit algorithm.

Limitations of the present study included its in vitro
design, which precludes direct extrapolation of the results
to clinical applications. The present study was carried out
at room temperature (23 �C) and not mouth temperature
(37 �C). Therefore, the thermal contraction of the con-
ventional impression material was not modeled, and a
more accurate impression was made than in clinical
practice.43 The data of the different scanning ranges of
THE JOURNAL OF PROSTHETIC DENTISTRY
groups AB, FGH, CDEF, and BCDEFG were extracted
from the complete-arch scanning of group ABCDEFGH,
which may not accurately replicate the real clinical situ-
ation. Whether erasing irrelevant scan bodies form the
complete-arch scanning would influence the data accu-
racy is still unknown. In addition, precision, the other
important parameter of accuracy besides trueness, was
not evaluated in the study.

CONCLUSIONS

Based on the findings of this in vitro study, the following
conclusions were drawn:

1. The scanning or impression method, ranges, and
the evaluation method all affected the dimensional
accuracy (trueness) of impressions with multiple
implants.

2. The digital scans had lower trueness values than
those of the conventional splinting open-tray tech-
nique when cross-arch implant impressions were
acquired.
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